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A GAN based method for multiple prohibited items syn-
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Detecting prohibited item based on convolutional neural networks (CNNs) is of great significance to ensure public safety. 
However, the natural occurrence of such prohibited items is a small-probability event, collecting enough datasets to 
support CNN training is a big challenge. In this paper, we propose a new method for synthesizing X-ray security image 
with multiple prohibited items from semantic label images basing on Generative Adversarial Networks (GANs). Theo-
retically, we can use it to synthesize as many X-ray images as needed. A new generator architecture with Res2Net is 
presented, which is more effective in learning multi-scale features of different prohibited items images. This method is 
extended by establishing the semantic label library which contains 14 000 images. So we totally synthesize 14 000 X-
ray security images. The experimental results show the super performance (Fréchet Inception Distance (FID) score of 
30.55). And we achieve 0.825 of mean average precision (mAP) with Single Shot MultiBox Detector (SSD) for object 
detection, demonstrating the effectiveness of our approach. 
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In order to ensure the safety of public transportation, 
X-ray safety baggage inspection system is widely used 
at railway stations, subway stations, airports, etc. Es-
pecially in the field of civil aviation, airport security is 
the last line of defense to ensure the safe operation of 
aviation. However, in practice, the efficiency and reli-
ability of manual detection are undesirable. The pro-
hibited items in the baggage are often squeezed and 
overlapped each other, so the detection of them takes a 
lot of time, which greatly reduces the travel efficiency 
of passengers. Especially in rush hours, security in-
spectors have tremendous work intensity, which in-
creases the possibility of missing detection. Therefore, 
it is of great significance to establish a fast and accu-
rate automatic detection system for X-ray security im-
age of prohibited items in security check. Previous ap-
proaches are primarily based on the bag of visual words 
model (BoVW)[1]. More recently, convolutional neural 
networks have been shown to be more effective in de-
tecting security X-ray images of prohibited items than 
BoVW. In Ref.[2], two CNN architectures, Faster R-
CNN and RetinaNet, are used to detect prohibited 
items. The performance of this detection method de-
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pends on a large number of X-ray security images con-
taining prohibited items. There are two public X-ray 
image datasets, GDXray[3] and SIXray[4]. However, the 
availability of GDXray is limited because of the gray-
scale images included. SIXray has more than one mil-
lion realistic, colored X-ray security images, but only 
8 929 of them contained prohibited items, which are 
not enough to meet the training requirements. In addi-
tion, collecting images of prohibited items manually is 
very difficult, because carrying prohibited items on 
daily trips is a low probability event. The insufficiency 
of training images leads to a great difficulty for devel-
oping reliable CNN architectures suitable for prohib-
ited item detection. 

This motivates the use of synthetic image for data 
augmentation to meet the requirements of model train-
ing on database. Threat Image Projection (TIP)[2] 
method takes into account the consistency of transpar-
ency and contrast between the background image and 
the target image. However, the colors of different ma-
terials in the security X-ray image are significantly dif-
ferent, so the two parameters need to be reset for each 
image, which increases the difficulty and complexity 
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of image blend. The X-ray Image-Synthesis-Genera-
tive Adversarial Networks (XS-GAN)[5] method is used, 
and the results are relatively real. However, only a pro-
hibited item is considered. 

Here, we attempt to address two main issues of the 
most advanced methods above: (1) the lack of nature 
and authenticity in the TIP results and (2) the difficulty 
of synthesizing multiple prohibited items with GANs. 
In this paper, we show a new approach that synthesis 
more natural X-ray images with multiple prohibited 
items from semantic label maps and image blend steps 
are no longer required. This work may enrich the study 
of synthesizing X-ray security images with multiple 
prohibited items. 

Our main contributions can be summarized as fol-
lows: 
a) We build an image synthesis model to achieve the 

synthesis of X-ray security images with multiple 
prohibited items. 

b) A novel residual block is introduced to improve 
the multi-scale feature extraction capability for 
generator. 

c) We extend our approach by establishing the se-
mantic label library to synthesize as many X-ray 
security images as needed.  

d) The SIP method is proposed to synthesize seman-
tic label images. 

In the evaluation phase, on one hand, Fréchet Incep-
tion Distance (FID)[6] score is used to evaluate the au-
thenticity and diversity of the synthetic images. On the 
other hand, two classification networks, Fully Convo-
lutional Networks (FCNs)[7] and Single Shot MultiBox 
Detector (SSD)[8], are used to evaluate the feasibility 
of using datasets generated by our model. 

The generative adversarial network (GAN)[9] gener-
ator learns the distribution of the real images, and the 
discriminator is responsible for distinguishing the real 
images from the generated image. The image-to-image 
translation is a method based on GANs to synthesize 
images. The input image is often used as sketch image, 
semantic label maps[10] or instance image[11], etc, and it 
is translated into real scene image. The pix2pix[12] 
method is first proposed for image-to-image-transla-
tion, which needs the paired dataset. After that, Cy-
cleGAN[13], DualGAN[14] and DiscoGAN[15] transform 
directly on the image domain and solve the problem of 
datasets in pairs. InstaGAN[11] introduces attributes of 
instance to implement translation tasks involving 
shape changes. In addition, the synthesis of complex 
high-resolution images has always been a challenging 
problem. Recently, the proposed pix2pixHD[16] and 
SPADE[17] synthesize high-resolution images which 
transform semantic label maps. However, the result of 
pix2pixHD is unstable for multi-object images in 
which prohibited items have multiple scales. Some 
prohibited items are shown in Fig.1. Zhao K et al[18] 
suggested that ResNet could not extract multi-scale 

features precisely. They proposed Res2Net to solve this 
problem, and its applications in instance segmentation 
and object detection network show the superiority 
of extracting multi-scale features. Inspired by this, we 
design a new generator architecture to improve 
pix2pixHD, in order to generate stably multi-object im-
ages. 

We can see complete synthesis method from Fig.2. 
First, the semantic label images are obtained by anno-
tation tool. Next, the database including semantic label 
images and X-ray images is used to train synthesis 
model. Then, the semantic label library is established. 
Finally, we can choose image from semantic label li-
brary as input of image synthesis model to generate X-
ray security images with prohibited items. 

 

 
Fig.1 Multi-scale prohibited items 

 

Fig.2 Flowchart of synthesis 

 
We collect X-ray security image using security X-

ray machines. They include seven categories, including 
handgun, pliers, scissors, fruit knives, forks, batteries, 
lighters. Each image contains different amounts of pro-
hibited items. To be specific, we divide the database 
into two sets, one set contains single-object image con-
taining only one prohibited item and the other set is 
about multi-object image containing two or three pro-
hibited items. The number of single-object images is 
1 800, the number of multi-object images is 1 688 and 
their size is 512×512 (for examples, as shown in Fig.3). 

 

 

Fig.3 Database image 

 
We obtain the semantic label maps shown in Fig.3 

using an annotation tool. For representing semantic la 
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bel maps, we introduce a dictionary, which form is 
{prohibited item: pixel value, color}. Such as {hand-
gun: 1, purple}, {batteries: 2, red}, {fruit knives: 3, 
blue}. The background pixel value is 0, which is black. 

Our image synthesis method is achieved by learning 
the mapping from semantic label image to real image, 
so the diversity of semantic label images directly af-
fects the diversity of real image. In general, the prohib-
ited items are multi-posture and varied in categories. 
Generally we can only secure a limited number of se-
mantic label images which cannot represent all pos-
tures. Therefore, we used the approach shown in Fig.4 
to build a semantic label library, which contains a large 
number of semantic label images with more postures 
and categories. 
 

Fig.4 Illustration of establishing semantic label li-

brary 

 
First, the Self-Attention Generative Adversarial Net-

work (SAGAN)[19] model is used to generate a large 
number of single-object semantic label images with 
various postures from random noise. Because the un-
controllability of generating multi-object images from 
noise makes it difficult to synthesize multi-project se-
mantic image of a specified type using GAN. Based on 
the same background of semantic label images, we pro-
pose an approach called Semantic Image Projection 
(SIP), which is described by Eqs.(1) and (2), to obtain 
the multi-object semantic label images. 

1 2d s s( , ) ( , ) ( , )I i j I i j I i j   ,                  (1) 
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where Is(i, j) represents the value of pixel in ith row 
and jth column for single-object label image, Id(i, j)

( , )dI i j  corresponds to double-object label image, and 
ISIP(i, j) corresponds to three-object label image. 

Our image synthesis model as illustrated in Fig.5 
consists of two generators {G1, G2} and two discrimi-
nators {D1, D2}. The two generators are responsible for 

learning global information and detailed information 
respectively, and the two discriminators have a uniform 
architecture but operate at different image resolutions. 

Fig.5 Illustration of image synthesis architecture 

 

Fig.6 Illustration of generator architecture 

 
We can see complete generator architecture from 

Fig.6. A semantic label image of resolution 512×512 is 
used directly as the input of G1 and also is passed 
through an average pooling layer to G2. The G2 called 
global generator is described in detail in section 3.2.2. 
The G1 called detailed generator as in Fig.6 consists 
of 4 components: the down sampling, the append oper-
ation, residual network, and the up sampling. The down 
sampling denotes a reflection padding layer, a 7×7 
Convolution-InstanceNorm-ReLU layer, a 3×3 Convo-
lution-InstanceNorm-ReLU layer with 64 filters and 
stride 1. The append operation denotes the addition of 
the output of the down sampling to the output of G2. 
The residual network denotes three residual blocks that 
contains two 3×3 convolutional layers with 64 filters 
on both layers. The up sampling denotes 3×3 Trans-
posed Convolution-InstanceNorm-ReLU layer with 32 
filters and stride 2, the reflection padding layer and the 
7×7 Convolution-InstanceNorm-ReLU layer. 

Global generator architecture: Considering that the 
input and output have the same structure although they 
are different in appearance[12], we design the global 
generator G2. In this generator G2 shown in Fig.7, the 
input is down-sampled image through a series of con-
volutional layers. And then through the residual net-
work which consists of nine residual blocks to deepen 
the network structure. Last it is up-sampled using 
transpose convolution. 

Novel residual blocks: One of the characteristics of 
the multi-object image synthesis problem is that the 
multi-object image has different sizes. For example, 
the size of a cigarette lighter is significantly smaller 
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than that of a gun. Therefore, the generator is required 
to have stronger multi-scale feature extraction capabil-
ity. Therefore, instead of ResNet, the Res2Net as 
shown in Fig.8(a) is used in our generator as residual 
blocks. 

 

Fig.7 Global generator G2 architecture  

 

 
Fig.8 Comparison between the Res2Net module and 
ResNet module 

 
Different from the ResNet, the Res2Net[18] replaces 

the 3×3 filters of n channels by a set of 3×3 filter 
groups, denoted by fi(), each with m channels (n=s×m). 
First, it divides the input feature maps into s groups. 
The first group of feature maps, denoted by x1, remains 
unchanged. Then, the second group, denoted by x2, is 
extracted by a filter f2(), and this output feature y2 is 
added to the third group x2, which is also taken as the 
input of a filter f3(). Repeat the process until all input 
characteristics are processed. Thus, the output yi can be 
defined as 
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In this way, we can obtain outputs of different recep-
tive fields. In our residual blocks, we set the scale s=4, 
the receptive field of y2 is 3×3, the receptive field of 
feature y3 is 5×5, the receptive field of feature y4 is 7×7. 
The size of receptive field can be described by 

2 2 2(3 3)=y x K   ,                        (4) 

3 2 3 3( ) (3 3)y K x K     ,                  (5) 

4 3 4 4( ) (3 3)y K x K      .                 (6) 
Finally, feature maps from all groups are concate-

nated and sent to 1×1 convolution layer to fuse infor-
mation altogether. The larger the s, the stronger the 
multi-scale capability. This split-first-fuse strategy al-
lows convolution to process multi-scale features more 
efficiently. 

Evaluating the quality of synthetic images is a big 
challenge. To quantify the quality of our results, we 
used two strategies. We assess the authenticity and di-
versity using FID[6] scores that measure the distance 
between the real distribution and the pseudo-distribu-
tion, so the lower the score, the better. 

Furthermore, two classification networks are used to 
evaluate the data enhancement effect of synthesized 
multi-object X-ray security image. We hold that if the 
synthetic image makes a difference in the training 
model, the classification network pre-trained with syn-
thetic images can also correctly predict the labels of the 
real images. The first classification network is FCN-8s, 
a popular full convolution network segmentation, 
which combines the feature hierarchy of layers with re-
fined spatial precision output[7]. The second classifica-
tion network is SSD, a multi-object detection algorithm 
that directly predicts object categories and bounding 
box. 

TIP[2] and XS-GAN[5] are common method used to 
synthesis X-ray security image. As shown in Fig.9, TIP 
is utilized to synthesis image. The fruit knife and scis-
sor cannot blend naturally into the background. The re-
sults of XS-GAN are more natural and genuine. Unfor-
tunately, only a prohibited item is considered by both 
methods. 

 

Fig.9 Image samples 

 
Four different GANs are used for comparative ex-

periments. The results are qualitatively evaluated vis-
ually and quantitatively evaluated from FID scores. 

Visually, as shown in Fig.10, Cycle-GAN is utilized 
to synthesis the image. The visual quality of the com-
posite image is poor, and the background is seriously 
distorted. Although the pix2pix model improves the 
image quality, the resolution is only 256×256. 
Pix2pixHD network can synthesis images only con-
taining the general outline information and color infor-
mation, and the detail information is lost for multi-ob-
ject images where objects have multi-scale. For exam-
ple, from the multi-scale prohibited items shown in 
Fig.11, one can see the loss of the internal contour in-
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formation of the battery, the deformation of the inter-
nal structure of the lighter, and the deformation of the 
fruit knife handle. Compared with the above model, the 
X-ray security image with multi-scale prohibited items 
synthesized by the proposed model is more realistic, 
and the resolution also meets the visual requirements. 

Tab.1 shows the FID scores of the four models. It 
can be seen that the score of our model is the lowest, 
reaching 30.55, which is better than 47.99, the score of 
the pix2pixHD model. 

Our method is extended by semantic label library, so 
it can be used to synthesize the image of specified cat-
egory. As shown in Fig.12, input1 represents two-object 
semantic image and input2 represents three-object im-
age. We can vary position, kind in the semantic image 
to generate abundant X-ray security image with pro-
hibited items. 

Fig.10 Images samples synthesized by different 

GANs 

 
Fig.11 Image samples synthesized by different 
GANs  

Tab.1 FID scores 

Model Score 
Cycle-GAN 172.00 

pix2pix 78.34 
pix2pixHD 47.99 

Ours 30.55 

FCN-8s are pre-trained to use the same number of 

synthesized images and the same number of real im-
ages, respectively, to verify the labels of real images. 
The results are shown in Tab.2. The Mean IoU of the 
images synthesized by our model is the best, and it is 
very close to the result of the oracle image, proving 
that the synthesized image can also make a difference 
for training semantic segmentation model. 
 

 

Fig.12 Image samples synthesized by our model 

 

Tab.2 FCN scores 

 pix2pixHD Ours Oracle 

Pixel acc 98.54 98.85 99.00 

Mean IoU 0.648 4 0.749 4 0.702 0 

 
SSD is trained by three datasets respectively, as 

shown in Tab.3. Dreal is the real image, Dsyn is the im-
age synthesized by our model, and half of the images 
in Dreal+syn come from Dreal, and the other half come 
from Dsyn. These three datasets have the same number 
of images and the same test dataset. Although the ver-
ification results of the training model using real images 
are the best, the mAP of using synthetic images 
reached 0.825, which is also highly accurate, proving 
the reliability of synthetic images for training classifi-
cation networks. 

 

Tab.3 Results of SSD with different items 

Data battle gun plier mAP 

Dreal 0.908 0.907 0.899 0.905 

Dsyn 0.843 0.836 0.797 0.825 

Dreal+syn 0.904 0.873 0.804 0.860 

 
In this paper, we propose an approach to address im-

age synthesis task of X-ray security image with multi-
scale prohibited items. Furthermore, we build a seman-
tic label library that extends this approach to achieve 
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convenient synthesis of a large number of X-ray secu-
rity images. The FID score proves the superiority of 
our model and the authenticity of the synthesized im-
age. In addition, the FCN score and the result of SSD 
prove the feasibility of using synthetic images to train 
the classification network. 
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